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INTRODUCTION

Any domain of scientific research has its.sustaining orthodoxy. That is,
research on a problem, whether in astronomy, physics, or biology, is con-
ducted against a backdrop of broadly shared assumptions. It is these as-
sumptions that guide inquiry and provide the canon of what is reasonable—
of what “makes sense.” And it is these shared assumptions that constitute
a framework for the interpretation of research results. Research on the
problem of how we see is likewise sustained by broadly shared assump-
tions, where the current orthodoxy embraces the very general idea that the
business of the visual system is to create a detailed replica of the visual
world, and that it accomplishes its business via hierarchical organization
and by operating essentially independently of other sensory modalities as
well as independently of previous learning, goals, motor planning, and
motor execution.

We shall begin by briefly presenting, in its most extreme version, the
conventional wisdom. For convenience, we shall refer to this wisdom
as the Theory of Pure Vision. We then outline an alternative approach,
which, having lurked on the scientific fringes as a theoretical possibility, is
now acquiring robust experimental infrastructure (see, e.g., Adrian 1935;
Sperry 1952; Bartlett 1958; Spark and Jay 1986; Arbib 1989). Our charac-
terization of this alternative, to wit, interactive vision, is avowedly sketchy
and inadequate. Part of the inadequacy is owed to the nonexistence of an
appropriate vocabulary to express what might be involved in interactive
vision. Having posted that caveat, we suggest that systems ostensibly “ex-
trinsic” to literally seeing the world, such as the motor system and other
sensory systems, do in fact play a significant role in what is literally seen.
The idea of “pure vision” is a fiction, we suggest, that obscures some of
the most important computational strategies used by the brain. Unlike
some idealizations, such as “frictionless plane” or “perfect elasticity” that
can be useful in achieving a core explanation, “pure vision” is a notion
that impedes progress, rather like the notion of “absolutedownness” or
“indivisible atom.” Taken individually, our criticisms of “pure vision” are
neither new nor convincing; taken collectively in a computational context,
they make a rather forceful case.



These criticisms notwithstanding, the Theory of Pure Vision together
with the Doctrine of the Receptive Field have been enormously fruitful in
fostering research on functional issues. They have enabled many programs
of neurobiological research to flourish, and they have been crucial in getting
us to where we are. Our questions, however, are not about past utility, but
about future progress. Has research in vision now reached a stage where
the orthodoxy no longer works to promote groundbreaking discovery?
Does the orthodoxy impede really fresh discovery by cleaving to outdated
assumptions? What would a different paradigm look like? This chapter is
an exploration of these questions.

PURE VISION: A CARICATURE

This brief caricature occupies one corner of an hypothesis-space concerning
the computational organization and dynamics of mammalian vision. The
core tenets are logically independent of one another, although they are often
believed as a batch. Most vision researchers would wish to amend and
qualify one or another of the core tenets, especially in view of anatomical
descriptions of backprojections between higher and lower visual areas.
Nevertheless, the general picture, plus or minus a bit, appears to be rather
widely accepted—at least as being correct in its essentials and needing
at most a bit of fine tuning. The approach outlined by the late David
Marr (1982) resembles the caricature rather closely, and as Marr has been a
fountainhead for computer vision research, conforming to the three tenets
has been starting point for many computer vision projects.?

1. The Visual World. What we see atany given moment is in general a fully
elaborated representation of a visual scene. The goal of vision is to create a
detailed model of the world in front of the eyes in the brain. Thus Tsotsos
(1987) says, “The goal of an image-understanding system is to transform
two-dimensional data into a description of the three-dimensional spatio-
temporal world” (p. 389). In their review paper, Aloimonos and Rosenfeld
(1991) note this characterization with approval, adding, “Regarding the
central goal of vision as scene recovery makes sense. If we are able to
create, using vision, an accurate representation of the three-dimensional
world and its properties, then using this information we can perform any
visual task” (p. 1250).

2. Hierarchical Processing. Signal elaboration proceeds from the vari-
ous retinal stages, to the LGN, and thence to higher and higher cortical
processing stages. At successive stages, the basic processing achievement
consists in the extraction of increasingly specific features and eventually
the integration of various highly specified features, until the visual system
has a fully elaborated representation that corresponds to the visual scene
that initially caused the retinal response. Pattern recognition occurs at that
stage. Visual leaning occurs at later rather than earlier stages.

3. Dependency Relations. Higher levels in the processing hierarchy de-
pend on lower levels, but not, in general, vice versa. Some problems are
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early (low level) problems; for example, early vision involves determining
what is an edge, what correspondences between right and left images are
suitable for stereo, what principle curvatures are implied by shading pro-
files, and where there is movement (Yuille and Ullman 1990). Early vision
does not require or depend on a solution to the problems of segmentation
or pattern recognition or gestalt.

Note finally that the caricature, and, most especially, the “visual world”
assumption of the caricature, gets compelling endorsement from common
sense. From the vantage point of how things seem to be, there is no deny-
ing that at any given moment we seem to see the detailed array of whatever
visible features of the world are in front of our eyes. Apparently, the world
is there to be seen, and our brains do represent, in essentially all its glory,
what is there to be seen. Within neuroscience, a great deal of physiolog-
ical, lesion, and anatomical data are reasonably interpretable as evidence
for some kind of hierarchical organization (Van Essen and Anderson 1990).
Hierarchical processing, moreover, surely seems an eminently sensible en-
gineering strategy—a strategy so obvious as hardly to merit ponderous
reflection. Thus, despite our modification of all tenets of the caricature, we
readily acknowledge their prima facie reasonableness and their appeal to
comumon sense.

INTERACTIVE VISION: A PROSPECTUS

What is vision for? Is a perfect internal recreation of the three-dimensional
world really necessary? Biological and computational answers to these

. questions lead to a conception of vision quite different from pure vision.

Interactive vision, as outlined here, includes vision with other sensory
systems as partners in helping to guide actions.

1. Ewvolution of Perceptual Systems. Vision, like other sensory functions,
has its evolutionary rationale rooted in improved motor control. Although
organisms can of course see when motionless or paralyzed, the visual sys-
tem of the brain has the organization, computational profile, and archi-
tecture it has in order to facilitate the organism’s thriving at the four Fs:
feeding fleeing, fighting, and reproduction. By contrast, a pure visionary
would say that the visual system creates a fully elaborated model of the
world in the brain, and that the visual system can be studied and modeled
without worrying too much about the nonvisual influences on vision.

2. Visual Semiworlds. What we see at any given moment is a partially
elaborated representation of the visual scene;only immediately relevant
information is explicitly represented. The eyes saccade every 200 or 300
msec, scanning an area. How much of the visual field, and within that, how
much of the foveated area, is represented in detail depends on many fac-
tors, including the animal’s interests (food, a mate, novelty, etc.), its long--
and short-term goals, whether the stimulus is refoveated, whether the stim-
ulus is simple or complex, familiar or unfamiliar, expected or unexpected,
and so on. Although unattended objects may be represented in some min-
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Figure2.1 The scan path of saccadic eye movements made by a subject viewing the picture.
(Reprinted with permission from Yarbus 1967.)

imal fashion (sufficient to guide attentional shifts and eye movements, for
example) they are not literally seen in the sense of “visually experienced.”

3. Interactive Vision and Predictive Visual Learning. Interactive vision is
exploratory and predictive. Visual learning allows an animal to predict
what will happen in the future; behavior, such as eye movements, aids
in updating and upgrading the predictive representations. Correlations
between the modalities also improve predictive representations, especially
in the murk and ambiguity of real-world conditions. Seeing an uncommon
stimulus at dusk such as a skunk in the bushes takes more time than seeing
a common animal such as a dog in full light and in full, canonical view.
The recognition can be faster and more accurate if the animal can make
exploratory movements, particularly of its perceptual apparatus, such as
whiskers, ears, and eyes. There is some sort of integration across time as
the eyes travel and retravel a scan path (figure 2.1), foveating again and
again the significant and salient features. One result of this integration
is the strong but false introspective impression that at any given moment
one sees, crisply and with good definition, the whole scene in front of one.
Repeated exposure to a scene segment is connected to greater elaboration
of the signals as revealed by more and more specific pattern recognition
{(e.g., (1) an animal, (2) a bear, (3) a grizzly bear with cubs, (4) the mother
bear has not yet seen us].

4. Motor System and Visual System. A pure visionary typically assumes
that the connection to the motor system is made only after the scene is
fully elaborated. His idea is that the decision centers make a decision
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about what to do on the basis of the best and most complete representation
of the external world. An interactive visionary, by contrast, will suggest
that motor assembling begins on the basis of preliminary and minimal
analysis. Some motor decisions, such as eye movements, head movements,
and keeping the rest of the body motionless, are often made on the basis of
minimal analysis precisely in order to achieve an upgraded and more fully
elaborated visuomotor representation. Keeping the body motionless is not
doing nothing, and may be essential to getting a good view of shy prey. A
very simple reflex behavior (e.g., nociceptive reflex) may be effected using
rather minimal analysis, but planning a complex motor act, such as stalking
a prey, may require much more. In particular, complex acts may require an
antecedent “inventorying” of sensorimotor predictions: what will happen
ifIdo a, b, and g; how should I move if the X does p, and so forth.

In computer science, pioneering work exploring the computational re-
sources of a system whose limb and sensor movements affect the process-
ing of visual inputs is well underway, principally in research by R. Bajesy
(1988), Dana Ballard (Ballard 1991; Ballard et al. 1992; Ballard and White-
head, 1991; Whitehead and Ballard, 1991, Randall Beer (1990) and Rodney
Brooks (1989). Other modelers have also been alerted to potential compu-
tational economies, and a more integrative approach to computer vision is
the focus of a collection of papers, Active Vision (1993), edited by Andrew
Blake and Alan Yuille.

5. Not a Good-Old-Fashioned Hierarchy Recognition. The recognition (in-
cluding predictive, what-next recognition) in the real-world case depends
on richly recurrent networks, some of which involve recognition of visuo-
motor patterns, such as, roughly, “this critter will make a bad smell if I
chase it,” “that looks like a rock but it sounds like a rattlesnake, which
might bite me,” Consequently, the degree to which sensory processing
can usefully be described as hierarchical is moot. Rich recurrence, es-
pecially with continuing multicortical area input to the thalamus and to
motor structures, appears to challenge the conventional conception of a
chiefly unidirectional, low-to-high processing hierarchy. Of course, tem-
porally distinct stages between the time photons strike the retina and the
time the behavior begins do exist. There are, as well, stages in the sense
of different synaptic distances from the sensory periphery and the motor
periphery. Our aim is not, therefore, to gainsay stages per se, but only to
challenge the more theoretically emburdened notion of a strict hierarchy.
No obvious replacement term for “hierarchy” suggests itself, and a new
set of concepts adequate to describing interactive systems is needed. (Ap-
proaching the same issues, but from the perspective of neuropsychology,
Antonio Damasio also explores related ideas [see Damasio 1989 b,d}).

6. Memory and Vision. Rich recurrence in network processing also means
that stored information from earlier learning plays a role in what the animal
literally sees. A previous encounter with a porcupine makes a difference
to how a dog sees the object on the next encounter. A neuroscientist and a
rancher do not see the same thing in figure 2.2. The neuroscientist cannot
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Figure 2.2 Stereo pair of a reconstructed layer five pyramidal neuron from cat visual cortex
(courtsey of Rodney Douglas). The apical dendrite extends through the upper layers of the
cortex and has an extensive arborization in layer 1. This neuron canbe fused by placing a sheet
of cardboard between the two images and between your two eyes. Look “through” the figure
to diverge your eyes sufficiently to bring the two images into register. The basal dendrites,
which receive a majority of the synapses onto the cell, fili a ball in three-dimensional space.
Apical dendritic tufts form clusters.

help but see it as a neuron; the rancher wonders if it might be a kind of
insect. A sheep rancher looking over his flock recognizes patterns, such as
a ewe with lambing troubles, to which the neuroscientist is utterly blind.
The latency for fusing a Julesz random-dot stereogram is much shorter
with practice, even on the second try. Some learning probably takes place
even in very early stages.

7. Pragmatics of Research. In studying nervous systems, it seems reason-
able to try to isolate and understand component systems before trying to
see how the component system integrates with other brain functions. Nev-
ertheless, if the visual system is intimately and multifariously integrated
with other functions, including motor control, approaching vision from
the perspective of sensorimotor representation and computations may be
strategically unavoidable. Like the study of “pure blood” or “pure diges-
tion,” the study of “pure vision” may take us only so far.

Our perspective is rooted in neuroscience (see also Jeannerod and Decety
1990). We shall mainly focus on three broad-questions: (1) Is there empirical
plausibility—chiefly, neurobiological and psychological plausibility—to
the interactive perception approach? (2) What clues are available from the
nervous system to tell ushow to develop the interactive framework beyond
its nascent stages? and (3) What computational advantage would such
an interactive approach have over traditional computational approaches?
Under this aegis, we shall raise issues concerning possible reinterpretation
of existing neurobiological data, and concerning the implications for the
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problem of learning in nervous systems. Emerging from this exploration
is a general direction for thinking about interactive vision.

IS PERCEPTION INTERACT IVE?
Visual Psychophysics

In the following subsections, we briefly discuss various psychophysical ex-
periments that incline us to favor the interactive framework. In general,
these experiments tend to show that whatever stages of processing are re-
ally involved in vision, the idea of a largely straightforward hierarchy from
“early processes” (detection of lines, shape from shading, stereo) to “later
processes” (pattern recognition) is at odds with the data (see also Rama-
chandran 1986; Nakayama and Shimojo 1992; Zijang and Nakayama 1992).

Are There Global Influences on Local Computation? Subjectfve Motion
Experiments Seeing a moving object requires that the visual system solve
the problem of determining which features of the earlier presentation go
with which features of the later presentation (also known as the Correspon-
dence Problem). In his work in computer vision, Ullman (1979) proposed
a solution to this problem that avoids global constraints and relies only on
local information. His algorithm solves the problem by trying out all pos-
sible matches and through successive iterations it finds the set of matches
that yields the minimum total distance. A computer given certain corre-
spondence tasks and running Ullman’s algorithm will perform the task.
His results show that the problem can be solved locally, and insofar it is
an important demonstration of possibility. To understand how biological
visual systems really solve the problem, we need to discover experimen-
tally whether global factors play a role in the system’s perceptions. In the
examples discussed in this section, “global” refers to broad regions of the
visual field as opposed to “local,” meaning very small regions such as the
receptive fields of cells in the parafoveal region of V1 (~ 1°) or V4 (~ 5°).
1. Bistable Quartets. The displays shown in figure 2.3 are produced on
a television screen in fast alternation—the first array of dots (A: coded as
filled), then the second array of dots (B: coded as open), then A then B, asin
a moving picture. The brain matches the two dots in A with dots in B, and
subjects see the dots moving from A position to B position. Subjects see
eitherhorizontal movement or vertical movement; they donot see diagonal
movement. The display is designed to be ambiguous, in that for any given
A dot, there is both a horizontal B dot and also a vertical B dot, to which it
could correspond. Although the probability is 0.5 of seeing any given A-B
pair oscillating in a given direction, in fact observers always see the set of
dots moving as a group—they all move vertically or all move horizontally
(Ramachandran and Anstis, 1983). Normal observers do not see a mixture
of some horizontal and some vertical movements. This phenomenon is an
instance of the more general class of effects known as motion capture, and
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Figure2.3 Bistable quartets. This figure shows that when the first array of dots (represented
by filled circles, and indicated by A in the top left quartet) alternate with the second array of
dots (represented by open circles, indicated by B in the top left quartet). Subjects see either
all vertical or all horizontal oscillations. Normal observers do not see a mixture of some
horizontal and soine vertical movements, nor do they see diagonal movement. (Based on
Ramachandran and Anstis 1983)

it strongly suggests that global considerations are relevant to the brain’s
strategy for dealing with the correspondence problem. Otherwise, one
‘would expect to see, at least some of the time, a mix of horizontal and
vertical movements.

2. Behind the Occluder (figure 2.4). Suppose both the A frame and the
B frame contain a shaded square on the righthand side. Now, if all dots
in the A group blink off and only the uppermost and lowermost dots of
the B1 group blink on, subjects see all A dots, move to the Bl location,
including the middle A dot, which is seen to move behind the “virtual”
occluder. (It works just as well if the occluder occupies upper or lower
positions.) If, however, A contains only one dot in the middle position
on the left plus the occluding square on its right, when that single dot
merely blinks off, subjects do not see the dot move behind the occluder.
They see a square on the right and a blinking dot on the left. Because
motion behind the occluder is seen in the context of surrounding subjective
motion but not in the context of the single dot, this betokens the relevance
of surrounding subjective motion to subjective motion of a single spot.
Again, this suggests that the global properties of the scene are important
in determining whether subjects see a moving dot or a stationary blinking
light (Ramachandran and Anstis 1986).

3. Cross-Modal Interactions. Suppose the display consist of a single blink-
ing dot and a shaded square (behind which the moving dot could “hide”).
As before, A and B are alternately presented—first A (dot plus occluder),
then B (occluder only), then A, then B. As noted above, the subject sees
no motion (figure 2.4 ITT). Now, however, change conditions by adding an
auditory stimulus presented by earphones. More exactly, the change s this:
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Figure 2.4 This figure shows the stimuli used to elicit the phenomenon of illusory motion
behind an occluder. When the occluder is present, the subjects perceive all the dots move to
the right, including the middle left dot, which is seen to move to the right and behind the
square. In the absence of the occluder, the middle dot appears to move to the upper right.
When the display is changed so that only the middle dot remains while upper and lower
dots are removed, the middle dot is seen to merely blink off and on, but not to move behind
the occluder. When, however, a tone is presented in the left ear simultaneously with the dot
coming or, and in the right ear simultaneously with the dot going off, subjects do see the
single dot move behind the occluder. (Based on Ramachandran and Anstis 1986)

Simultaneous with the blinking on of the light, a tone is sounded in the left
ear; simultaneous with the blinking off, a tone is sounded in the right ear.
With the addition of the auditory stimulus, subjects do indeed see the sin-
gle dot move to the right behind the occluder. In effect, the sound “pulls”
the dot in the direction in which the sound moves (Ramachandran, Intrili-
gator, and Cavanaugh, unpublished observations). In this experiment, the
cross-modal influence on what is seen is especially convincing evidence
for some form of interactive vision as opposed to a pure, straight through,
noninteractive hierarchy. (A weak subjective motion effect can be achieved
when the blinking of the light is accompanied by somatosensory left-right
vibration stimulation to the hands. Other variations on this condition could
be tried.)

It comes as no surprise that visual and auditory information is inte-
grated at some stage in neural processing. After all, we see dogs barking
and drummers drumming. What is surprising in these results is that the
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Figure 2.5 Two frames in an apparent motion display. The four Pacmen give rise to the
perception of an occluding square that moves from the left circles to the right circles.

auditory stimulus has an effect on a process (motion correspondence) that
pure vision orthodoxy considers “early.” In this context it is appropriate to
mention also influence in the other direction—of vision on hearing. Seeing
the speaker’s lips move has a significant effect on auditory perception and
has been especially well documented in the McGurk effect.

4. Motion Correspondence and the Role of Image Segmentation. Figure 2.5
shows two frames of a movie in which the first frame has four Pacmen on
the left, and the second has four Pacmen on the right. In the movie, the
frames are alternated, and the disks are in perfect registration from one
frame to the next. What observers report seeing is a foreground opaque
square shifting left and right, occluding and revealing the four black disks
in the background. Subjects never report seeing pacmen opening and
closing their mouths; they never report seeing illusory squares flashing
off and on. Moreover, when a template of this movie was then projected
on a regular grid of dots, the dots inside the subjective square appeared to
move with the illusory surface even though they were physically stationary
(figure 2.6). “Outside” dots did not move (Ramachandran 1985).

These experiments imply that the human visual system does not al-
ways solve the correspondence problem independently of the segmenta-

- tion problem (the problem of what features are parts belonging to the same
thing), though pure visionaries tend to expect that solving segmentation is
alate process that kicks in after the correspondence problem s solved. Sub-
jects” overwhelming preference for the “occluding square” interpretation
over the “yapping Pacmen” interpretation indicates that the solution to the
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Figure 2.6 When dots are added to the background of figure 2.5, those dots internal to
the occluding square appear to move with it when it occludes the right side circles. The
background dots, however, appear stationary. (Based on Ramachandran 1985)

segmentation problem itself involves large-scale effects dominating over
local constraints. If seeing motion in this experiment depended on solving
the correspondence problem at the local level, then presumably yapping
Pacmen would be seen. The experiment indicates that what are matched
between frames are the larger scale and salient features; the smaller scale
features are pulled along with the global decision.

Are the foregoing examples really significant? A poo-pooing strategy
may downplay the effects as minor departures (“biology will be biology”).
To be sure, a theory can always accommodate any given “anomaly” by
making some corrective adjustment or other. Nevertheless, as anomalies
accumulate, what passed as corrective adjustments may come to be de-
plored as ad hoc theory-savers. A phenomenon is an anomaly only relative
to a background theory, and if the history of science teaches us anything,
it is that one theory’s anomaly is another theory’s prototypical case. Thus
“retrograde motion” of the planets was an anomaly for geocentric cosmol-
ogists but a typical instance for Galileo; the perihelion advance of Mercury
was an anomaly for Newtonian physics, but a typical instance for Ein-
steinian physics. Any single anomaly on its own may not be enough to
switch investment to a new theoretical framework. The cumulative effect

‘of an assortment of anomalies, however, is another matter.

Can Semantic Categorization Affect Shape-from-Shading? Helmholtz
observed that a hollow mask presented from the “inside” (the concave
view, with the nose extending away from the observer) about 2 m from

A Critique of Pure Vision



